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Figure 1. Pyramid of faculty population.
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Table 3. Conditional growth curve model.

(1) (2) (3)

IV: Granted Research Project Model 1 Model 2 Model 3
age —0.020 (0.012) 0.152* (0.047) 0.114 (0.385)
agez —0.007%** (0.000) —0.001 (0.009)
age® —0.000 (0.000)
Gender

Male 0.204* (0.086) 0.209* (0.087) 0.209* (0.087)
Faculty Rank

Associate Prof 0.125* (0.054) 0.114* (0.054) 0.114* (0.054)

Professor 0.362%** (0.072) 0.359*** (0.072) 0.358%** (0.073)
Fields

STEM 0.363%* (0.079) 0.383%* (0.079) 0.383%** (0.079)
Administration 0.111* (0.050) 0.103* (0.050) 0.103* (0.050)
Teaching hours

Grad Level 0.002 (0.005) 0.002 (0.005) 0.002 (0.005)

College Level —0.002 (0.004) —0.002 (0.004) —0.002 (0.004)
Master Advisees 0.067%** (0.007) 0.057%*= (0.007) 0.057%** (0.007)
PhD Advisees 0.077%** (0.013) 0.070*** (0.013) 0.070*** (0.013)
Constant 1.266* {(0.510) -2382" (1.097) —1.869 (5.356)
Random intercept model

Estimates Std. Err. Estimates Std. Err. Estimates Std. Err.

Id: identity

var(_cons) 0.264*** (0.032) 0.268*** (0.032) 0.268*** (0.032)
Residual: AR(1)

rho 0.343** (0.017) 0.343%** (0.017) 0.343%** (0.017)

var(e) 0.729%** (0.020) 0.726*** (0.020) 0.726*** (0.020)
Centered Year Year Year Year
N of observation 4039 4039 4039
N of faculty 288 288 288
Wald y’ 298.80 311.04 310.99
Prob > y’ 0.000%** 0.000*** 0.000***
Note: Standard errors in parentheses.
*p < .05.
**p < 01.

¥ < 001,
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Figure 2. Heterogeneity effect unconditional.
Note: double-exponential smoothing is applied.
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Figure 3. Schedule of reinforcement.
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(1) (3) (4)
BTz R L= R
RE IFER O RE EFER O FRE  FER O RE FER
272V 0.79 0.68 0.85 0.62 0.80 0.68 0.89 0.61
C AW 20 1.48 1.01 -1.51 0.94 1.47 1.00 -1.58 0.87
GrerBE 0.04 1.08 -0.78 1.06 -.00 0.21 0.72""  0.20
—f%BE S -0.16 0.30 -0.20 0.30
Ui R 0.14 0.85 1.71 1.01
FIEEWCA 0.29 0.27 -0.52 0.30 0.29 0.27 -0.49 0.28
eSS e 0.02 0.15 0.44" 0.19 0.20 0.15 0.44" 0.19
R ERE 0.85 0.37 -0.05 0.31 0.85 0.37 -0.17 0.36
EHRBEIEE -0.16 0.29 -0.53 0.37 -0.16 0.29 -0.46 0.32
HWUE -7.76 2.23 -2.53 1.52 -7.78 2.19 -2.66 1.50
EEN ] 613 613
Pseudo R* 129 109
Prob > x’ 001" 003"

-
*p<.05

LA TEPS-BFf i #5 A Al & 3B AL -
## < 01 F* p < 001
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FRAIE IR A - #18 5E

A E B 1748
L= AR

BFELRE FELt BELRE =L
2 -0.03 1.06 -0.25 1.53
F—RREA: 0.00 1.00 0.11 0.82
GriBAe s -0.06 0.86 0.17 0.27
—RHE ] -0.05 0.64 0.14 0.32
B e -0.06 0.80 0.03 0.40
KIEEULA -0.04 1.01 0.04 0.39
F e e 0.00 0.78 -0.02 1.10
LR AR -0.04 0.98 0.07 0.84
EHREEIEE -0.01 1.07 -0.14 1.02

3RS - EE S Ao 8 BRI AR (8 E 8 {EetiE ) (inverse-probability-weighted regression adjustment ) 3F 45
HE -
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(1) (2) (3) (4)
[ % & {2 L1 PR
W N A (i 0.011 -0.002 0.277 0.018
i e (0.105) (0.108) (0.278) (0.274)
RPN {FEY 0.008 -0.057 0.269 0.048
fRAE R (0.107) (0.095) (0.277) (0.399)

*p=.05 **p<.01 *F¥p< 001
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Classification of Instructional Programs (CIP)
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Browse CIP Codes

This is a full listing of all CIP codes in this version. (Note: Neither old location of codes that moved nor deleted codes are shown in this listing;
that information may be viewed on other areas of this site.)

Expand All Collapse A

01} AGRICULTURE, ACRICULTURE OPERATIONS, AND RELATED SCIENCES.

03) NATURAL RESOURCES AND CONSERVATION,

04) ARCHITECTURE AND RELATED SERVICES.

05) AREA, ETHNIC, CULTURAL, AND GENDER STUDIES.

09) COMMUNICATION, JOURNALISM, AND RELATED PROCRAMS.

10) COMMUNICATIONS TECHNOLOGIES/TECHNICIANS AND SUPPORT SERVICES.

) COMPUTER AND INFORMATION SCIENCES AND SUPPORT SERVICES.
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Context-aware Nonlinear and Neural At-
tentive Knowledge-based Models for Grade
Prediction

Sara Morsy George Karypis

Department of Computer Science Department of Computer Science
and Engineering and Engineering

University of Minnesota University of Minnesota
morsy@cs.umn.edu karypis@cs.umn.edu

Grade prediction can help students and their advisers select courses and design personalized degree
programs based on predicted future course performance. One of the successful approaches for accu-
rately predicting a student’s grades in future courses is Cumulative Knowledge-based Regression Models
(CKRM). CKRM learns shallow linear models that predict a student’s grades as the similarity between
his/her knowledge state and the target course. However, there can be more complex interactions among
prior courses taken by a student, which cannot be captured by the current linear CKRM model. More-
over, CKRM and other grade prediction methods ignore the effect of concurrently-taken courses on a
student’s performance in a target course. In this paper, we propose context-aware nonlinear and neural
attentive models that can potentially better estimate a student’s knowledge state from his/her prior course
information, as well as model the interactions between a target course and concurrent courses, Compared
to the competing methods, our experiments on a large real-world dataset consisting of more than 1.5
million grades show the effectiveness of the proposed models in accurately predicting students’™ grades.
Moreover, the attention weights learned by the neural attentive model can be helpful in better designing
their degree plans.
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The UK used a formula to predict students’
scores for canceled exams. Guess who did well.

The formula predicted rich kids would do better than poor kids
who'd earned the same grades in class.
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